Net3rain
TURNKEY MAP-BASED AUTOMATION PROGRAM

Maximize Your NetBrain Investment

Unlock powerful new support and automation libraries to get the most out of your

NetBrain deployment—at no additional cost.

Our new Turnkey Map-Based Automation Program is designed to simplify and shorten the
upgrade process while delivering a custom assessment library and new use cases to help
you quickly adopt NetBrain’s powerful automation and Al functionality. The new pre-built
Golden Assessment Library (GAL), included in your upgrade, delivers industry-wide outage

prevention knowledge to fransform reactive operations into proactive automation.

Included in the Program: Hassle-Free Setup:
» Upgrade to the latest features in NetBrain R12.1 Session 1: Deployment & Setup (2 hours)
including Al

o System upgrade & GAL deployment
« Deploy Golden Assessment Library (GAL) for outage

prevention » Automated Rule Discovery
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Get Started with Foundational Map-Based
Automation Use Cases

1. Automated CVE Risk Assessment for Targeted Sites or Device Groups

Take the guesswork out of vulnerability management. NetBrain Al Insight continuously scans your selected sites or device
groups for all known CVEs, instantly identifying exposure points and patch recommendations so you can act before

attackers do.

Automation Insight Al Insight
New Insight

“ Retrieve CVE alerts for the device 'US-NYC-DMZ-SW1'
(Cisco 105 Switch) and recommend upgrade versions.

CVE Alerts and Upgrade Recommendations

I3 Cisco 105 CVE Security C... (1 minute ago)

Here are the CVE alerts identified for the devices on the map
along with the recommended upgrade versions:

. Core-Service (Cisco Router)

CVE-2017-12240: The device may be vulnerable.
CVE-2025-20169: The device may be vulnerable.

+ Recommendation: Upgrade to a non-affected version.
Specific upgrade versions are not provided: please refer to
Cisco's official documentation. 1

N

. CA-TOR-R1 (Cisco Router)
CVE-2017-12240: Vulnerable due to software version
15.4(2)T4.
CVE-2024-20433: Not affected, but the software version
matches the affected version.

 CVE-2025-20169: Vulnerable as the software version matches
the affected version.

« Recommendation: Upgrade to a version higher than
15.4(2)74 that addresses these vulnerabilities. 2

Type follow-up questions here..
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2. Intelligent Multicast Troubleshooting for Specific Sites

Multicast issues slowing you down? NetBrain’s Al Insight automates the entire tfroubleshooting process by applying proven

best practices to:

« Validate multicast state and routing integrity

« Monitor PIM neighbor stability

» Detect multicast configuration drift

The result? A clear summary of root causes with actionable next steps delivered in minutes, not hours.

Automation Insight Al Insight

New Insight

will help identify any issues with multicast routing.

3. Check for Multicast Configuration Drift

Investigate any configuration drift in multicast settings across
the devices. This can reveal discrepancies that may affect
multicast performance.

Alerts and Findings

« The Core-Service and US-BOS-FW/act devices have shown
stable ping results, indicating no immediate multicast issues.
However, the US-BOS-FW/act device reported a significant
delay increase, which may require further investigation. Us-
BOS-FW/act: Ping address 10.8.3.130's delay is much larger
than before! 1.

Other devices like CATOR-R1, US-BOS-R2, and US-BOS-SW1
have stable ping results, suggesting that multicast traffic is
functioning correctly on those paths 1 2.

Summary

By validating the multicast state, PIM neighbor stability, and
checking for configuration drift. you can effectively troubleshoot
multicast issues across the specified devices. Ensure to monitor
the devices for any alerts or changes in performance that may
indicate underlying issues.
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3. Automated Root Cause Analysis for Slow Applications

Slow applications can be a nightmare to troubleshoot — until now. NetBrain’s Al Insight leverages intelligent automation to
pinpoint the root cause of application performance issues, whether it's:

« Latency or packet delay
o Packet loss
« Misconfigured QoS policies

By tapping into the Golden Assessment Library, NetBrain delivers deep automated diagnostics so you can resolve
slowdowns faster and with confidence.
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Key Findings
« Path Routing and Latency:
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(10.8:3.134)is normal
o From CA-TOR-R1: Average latency is 25 ms. 105152108313 s
o From CATOR-SW1: Average latency is 12 ms.
o From US-BOS-SW: Average latency is 24 ms.
o From US-BOS-SW2: Average latency is 78 ms.
o Al devices report that the Voice Server is reachable with
100% success in ping tests. 1 as “'%M.= » o
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Supported Device Types and Capabilities

Device Type Golden Assessment Config Rule Discovery

v

<

Cisco |OS Switch
Cisco Router
Cisco IOS XR
Cisco NX-OS
Juniper JunOS
Arista

Palo Alto Firewall
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Checkpoint Firewall
Cisco ACI

Cisco Viptela SDWAN
VMWare Velocloud
Azure

AWS
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Register for the Turnkey Map-Based Automation Program NQtB(din

Free platform upgrade + GAL + Ready-to-use automation. In just 4 hours}

Or, Sign up for an experience lab, first.
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https://success.netbraintech.com/professional-services/turnkey-automation-program/
https://www.netbraintech.com/resources/experience-lab/

